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Learning Archery  
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http://www.youtube.com/watch?v=_M56C8XLjgU


 

}"Field  of  study  that  gives  computers  the  
ability  to  learn  without  being  explicitly  
programmedò 

 

} "A computer  program  is said  to  learn  from  
experience  E with  respect  to  some  class of  
tasks  T and  performance  measure  P, if  its  
performance  at tasks  in  T, as measured  by P, 
improves  with  experience  E" 
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}Classification -  if the output is discrete  
ƁLinear separation  
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}Classification  
ƁNon- Linear separation  
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}Classification  
ƁUsually in highly dimensional spaces  

}For example face recognition  
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}Regression -  if the output is continues  
ƁLinear regression  
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}Regression  
ƁNon- linear regression  
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}Regression  
ƁUsually in highly dimensional spaces 

}For example predict the stock market  
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}Association  

}Prediction  

}Inference  

}Pattern Recognition  

}Etc.. 

 

All could be represented as regression or 
classification.  
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}High bias  
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}High variance  
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}Achieving bias - variance balance is crucial  
 

}Too high variance - > overfitting - > unable to 
generalize (calculate correct output for 
unseen data point)  
 

}Too high bias - > large error - > unable to 
calculate correct output even for seen data 
point  
 

}How do we address these issues?  
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}    Supervised learning  

}    Unsupervised learning  

}    Semi- supervised learning  

}    Reinforcement learning  

}    Learning to learn  
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}Supervised learning is the machine learning 
task of inferring a function from labeled 
training data.  

 

}In supervised learning, each training example 
is a pair consisting of an input object 
(typically a vector) and a desired output value 
(also called the supervisory signal)  
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}Unsupervised  learning  refers  to  the  problem  
of  trying  to  find  hidden  structure  in  unlabeled  
data .  

 

}Since the  examples  given  to  the  learner  are 
unlabeled,  there  is no  error  or  reward  signal  
to  evaluate  a potential  solution . This  
distinguishes  unsupervised  learning  from  
supervised  learning  and  reinforcement  
learning . 
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}Combine  advantages  of  both  supervised  and  
unsupervised  learning  

 

}Semi- supervised  learning  is a class of  
machine  learning  techniques  that  make  use 
of  both  labeled  and  unlabeled  data  for  
training  -  typically  a small  amount  of  labeled  
data  with  a large  amount  of  unlabeled  data . 
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}Learn how to act given an observation of the 
world. Every action has some impact in the 
environment, and the environment provides 
feedback in the form of rewards that guides 
the learning algorithm.  
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